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Abstract
Generating stylized talking head with diverse head motions is
crucial for achieving natural-looking videos but still remains
challenging. Previous works either adopt a regressive method
to capture the speaking style, resulting in a coarse style that is
averaged across all training data, or employ a universal net-
work to synthesize videos with different styles which causes
suboptimal performance. To address these, we propose a
novel dynamic-weight method, namely Say Anything with
Any Style (SAAS), which queries the discrete style repre-
sentation via a generative model with a learned style code-
book. Specifically, we develop a multi-task VQ-VAE that in-
corporates three closely related tasks to learn a style code-
book as a prior for style extraction. This discrete prior, along
with the generative model, enhances the precision and robust-
ness when extracting the speaking styles of the given style
clips. By utilizing the extracted style, a residual architecture
comprising a canonical branch and style-specific branch is
employed to predict the mouth shapes conditioned on any
driving audio while transferring the speaking style from the
source to any desired one. To adapt to different speaking
styles, we steer clear of employing a universal network by ex-
ploring an elaborate HyperStyle to produce the style-specific
weights offset for the style branch. Furthermore, we construct
a pose generator and a pose codebook to store the quantized
pose representation, allowing us to sample diverse head mo-
tions aligned with the audio and the extracted style. Experi-
ments demonstrate that our approach surpasses state-of-the-
art methods in terms of both lip-synchronization and stylized
expression. Besides, we extend our SAAS to video-driven
style editing field and achieve satisfactory performance.

Introduction
Talking face generation has gained significant popularity
due to its wide range of applications in virtual reality, film
production, and games (Pataranutaporn et al. 2021). While
significant efforts have been dedicated to generating syn-
chronized lip motions (Vougioukas, Petridis, and Pantic
2020; Tian, Yuan, and Liu 2019) and rhythmic head move-
ments (Chen et al. 2020a; Zhang et al. 2021a), the stylized
expression, which plays a crucial role in conveying commu-
nicative information (Ekman and Rosenberg 2005), is often
overlooked in most existing approaches.
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Figure 1: Example animations generated by our SAAS.
Given a source image and a style reference clip, SAAS gen-
erates stylized talking faces driven by audio. The lip motions
are synchronized with the audio, while the speaking styles
are controlled by the style clips. We also support video-
driven style editing by inputting a source video.

Generally speaking, individuals exhibit diverse speak-
ing styles accompanied by corresponding variations in head
poses when uttering the same sentence. As depicted in Fig-
ure 1, Leo speaks with happy and sad styles, where the
happier style often involves more lively head movements,
whereas the sadder style tends to display a contrasting pat-
tern. Previous methods (Ji et al. 2022; Ma et al. 2023) com-
monly treat the style extraction as a regression task, inadver-
tently encouraging averaged representations and limiting the
diversity of stylized expressions. Also, these methods use a
static network to stylize motion for different styles which
leads to suboptimal results. Moreover, they rarely consider
the stylized head poses and instead rely on users to provide
a pose reference.

In this paper, we introduce a novel model called Say
Anything with Any Style (SAAS). Our objective is to gen-
erate talking face videos with stylized expressions and head
poses that resemble the provided style clip, while ensuring
synchronization of lip motions with the audio. Additionally,
we extend our method to video-driven style editing field,
enabling the transfer of style from input videos to match a
specified style clip. We leverage the 3DMM (3D Morphable
Models) (Blanz and Vetter 1999) coefficients as the interme-
diate representation. Unlike previous regressive approach (Ji
et al. 2022; Ma et al. 2023), we formulate style extraction as
a query task using a learned style codebook, which expands
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a space for discrete style prior through a generative model,
improving the accuracy and robustness to the unseen style
extraction. To facilitate this, we propose a multi-task VQ-
VAE to jointly learn the codebook and a style encoder. This
differs from the original VQ-VAE (Van Den Oord, Vinyals
et al. 2017) by incorporating three highly-related tasks in-
stead of solely focusing on reconstruction. Concretely, the
main style extraction task encodes discrete speaking styles
from the style clip, while two auxiliary tasks, namely se-
quence reconstruction and style classification, are designed
to enhance the style encoder and codebook to learn dynamic
and explicit speaking styles. By utilizing the style codebook
as a prior which encompasses various forms of style in a dis-
crete format, we effectively condense an arbitrary style clip
into a combination of the most pertinent codebook elements.
Consequently, the robustness of subsequent modules in our
framework is also significantly enhanced, since the extracted
style is dragged closer to the seen style of training dataset.

To perform stylized talking face, we devise a residual
architecture (Rebuffi, Bilen, and Vedaldi 2017) consisting
of two branches: a canonical branch and a style-specific
branch. The canonical branch is responsible for predicting
lip motion and accommodating diverse styles into canoni-
cal, thereby facilitating the transfer between any two styles.
On the other hand, the style-specific branch generates styl-
ized displacements to the canonical representation. By in-
novatively treating the different style generation as domain
adaptation, one straightforward idea is to design a specific
branch for a new style (Mason et al. 2018). However, it is
non-trivial to achieve due to the immense number of possi-
ble styles that overload computational resources and the in-
ability to handle unseen talking styles. To this end, we intro-
duce a HyperStyle to modulate the weights of a single style-
specific branch with the guidance of the extracted speaking
style. In this fashion, we not only reduce the requirement for
multiple branches but also enable generalizability for arbi-
trary stylization. Lastly, by combining representations from
both branches, our model complementarily achieves stylized
facial motion generation with lip-synchronization.

As for stylized head motions, we create a pose codebook
to store quantized pose representation. Since the extracted
style indicates the impact of stylized expressions on head
poses, we develop a cross-modal pose generator that maps
from the speaking style and the driving audio to a distri-
bution of pose quantization, from which diverse head poses
can be sampled. Besides, the learned discrete latent codes
in pose codebook remains within the realm of realistic head
motion. This guarantees the stability and coherence of the
generated motions in long-term predictions. Next, a Face
Render with facial discriminators is adapted to generate styl-
ized videos from predicted expression and head pose coef-
ficients. Extensive experiments demonstrate the superiority
of our method compared to state-of-the-arts (SOTAs).

Our contributions are summarized as follows:
• We propose Say Anything with Any Style model (i.e.,

SAAS) to generate accurate lip motion synchronized
with audio, and stylized expressions and head motions
imitating any style clip. Besides, we extend our method
to challenging video-driven style editing task.

• By taking advantage of discrete representation learning,
we learn a style codebook by designing a multi-task VQ-
VAE to extract a more explicit speaking style. Another
pose codebook and pose generator are constructed to
generate diverse stylized head motion sequences.

• Our proposed HyperStyle effectively reduces the branch
required for each new style, allowing a single style-
specific branch to transfer the source to arbitrary style
and further generate stylized videos.

Related Work
Audio-driven Talking Face Generation
As deep learning advances, the generated outcomes have
become increasingly impressive. Early methods (Alghamdi
et al. 2022; Zhou et al. 2019) primarily focus on achieving
lip synchronization with the input audio. To enhance the nat-
uralness and realism of the results, recent studies (Zhang
et al. 2023, 2022) take the head pose into account. Some
works draw on the intermediate representation to bridge
the gap between audio and video modality, such as land-
mark (Chen et al. 2019; Zhou et al. 2020) and dense mo-
tion field (Wang et al. 2021, 2022). Another popular frame-
work (Prajwal et al. 2020; Park et al. 2022; Zhou et al. 2021)
involves encoding and decoding for feature fusion and video
reconstructing. However, these approaches rarely synthesize
stylized results.

To incorporate expressive facial expressions into talk-
ing face videos for more vivid performance, several ap-
proaches (Sinha et al. 2021; Ji et al. 2021; Li et al. 2021;
Tan, Ji, and Pan 2023) introduce one-hot vectors represent-
ing common emotions as additional input to generate emo-
tional talking face videos. However, relying solely on dis-
crete emotion labels limits the amount of information avail-
able about the nuanced expression, ultimately reducing the
diversity of the generated results (Ji et al. 2022). More re-
cently, alternative methods (Liang et al. 2022; Ji et al. 2022;
Ma et al. 2023) propose generating expressive talking heads
by transferring expressions from an additional emotional
source video to the target speaker. Nevertheless, these meth-
ods treat style extracting as a regression task and utilize a
universal network to process different styles, which leads to
suboptimal motions. In contrast, we quantize the latent style
features stored in a specially designed codebook and design
style-specific network, which facilitates generated videos
with a more distinctive speaking style.

Discrete Representation Learning
In recent times, discrete representation learning has yielded
successful results in image restoration (Jo and Kim 2021)
and generative task (Dieleman, van den Oord, and Simonyan
2018). Among the methods for discrete representation learn-
ing, the VQ-VAE approach (Van Den Oord, Vinyals et al.
2017) has gained significant popularity for quantizing latent
features into a learned codebook. Ng et al. (2022) and Xing
et al. (2023) store the discrete prior of facial motion for more
accurate movement. However, storing stylized discrete rep-
resentation in codebook has yet to be attempted. Sparked by
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Figure 2: (a) The overview of SAAS. We first extract expression coefficients βs
1:T ′ from style reference video V s by 3DMM

and extract the style code s. Audio Encoder Ea encodes coefficient βr of source image and driving audio a1:T into za1:T , which
is fed into canonical branch ϕc and style-specific branch ϕs. To generate stylized motion, ϕs accept the style-specific weights
produced by HyperStyle H and transfer za1:T into stylized zs1:T . Decoder D reconstructs the coefficients ˆβs

1:T and Face Render
R synthesise the stylized video V̂ s along with the predicted head pose ˆp1:T by proposed Pose Generator Gp. (b) The pipeline
of Style Extraction. The dotted arrow indicates the processes in Cs training phase.

their approaches, we explore a multi-task VQ-VAE to extract
the speaking style with the help of a learned codebook.

HyperNetwork
HyperNetwork (Ha, Dai, and Le 2016) leverages one auxil-
iary network, known as hypernetwork, to generate weights
for a main network. By generating input-specific weights,
HyperNetwork has demonstrated remarkable effectiveness
in various domains (Zamora Esquivel et al. 2019; Chen et al.
2020b). Ye et al. (2022) propose a dynamic convolution ker-
nel adjustment for a U-NET-like (Ronneberger, Fischer, and
Brox 2015) network based on the input audio, enabling the
generation of talking videos frame-by-frame. However, di-
rectly generating weights from audio per frame poses chal-
lenges in capturing temporal relations among frames. Dif-
ferently, our intuition is to predict offsets for the weights of
the style-specific branch according to the extracted speak-
ing style. In this fashion, we can modulate the branch to not
only faithfully generate the corresponding stylized expres-
sions but also retain the capability of the original structure
to process temporal information effectively.

Proposed Method
Our proposed framework, named SAAS (Say Anything with
Any Style), aims to synthesize stylized talking head videos,
whose identity, lip motion and stylized expression are con-
sistent with different kinds of inputs: the reference image,
audio speech and style video clip, respectively. Figure 2 il-
lustrates the overview of our SAAS. The process begins with
extracting a discrete speaking style representation s from
the stylized video V s via proposed Style Extraction module.

Subsequently, A two-branch (ϕc&ϕs) stylized module with
HyperStyle H is introduced to generate stylized expression
coefficients ˆβs

1:T conditioned on the style s and audio a1:T .
To enhance realism, we adopt a facial-enhanced Face Ren-
der R to generate the final video V̂ s based on generated co-
efficients. Additionally, we extend our SAAS to transfer the
speaking style of the input video V r to the extracted style s
while maintaining the lip motion unchanged.

Discrete Speaking Style Representation
In this paper, we employ 3D reconstruction model (Deng
et al. 2019) to extract 3DMM coefficients from the input
images and videos, in which the coefficients β ∈ R64 and
p ∈ R6 describe the expression and head pose, respectively.
By utilizing 3DMM, we not only exploit the 3D spatial in-
formation which is essential to capture facial motions, but
also circumvent the effects of irrelevant appearance and il-
lumination. For the sake of brevity, we omit the extraction
process of 3DMM parameters in the rest of the writing.

As presented in Figure 2 (b), we adopt the VQ-VAE
framework to obtain the discretized latent space of speak-
ing style stored in a style codebook, jointly with training
an encoder and self-attention layer to embed 3D coefficients
into style code. Note that there exist several significantly
improved modifications. First, to capture dynamic speaking
style, a transformer-based encoder Es is introduced to take
the temporal information into account. Second, the goal of
our VQ-VAE is to learn explicit speaking style represen-
tation instead of producing realistic facial motions. There-
fore, we explore the multi-task learning consisting of three
highly-related tasks: a main task for extracting style code,
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and two auxiliary tasks for reconstructing the input sequence
and classifying its speaking style, respectively. The three re-
lated tasks are integrated via a shared encoder and codebook,
following the multi-task learning strategy. Thanks to the
modifications, we enhance the extraction of speaking style
contained in the style clip, while eliminating the effect of the
content information contained in the style clip (Ji et al. 2022)
on the synchronization of the speech and audio. Specifi-
cally, the style coefficient sequence βs

1:T ′ are first embed-
ded into a style feature fs = Es(β

s
1:T ′) ∈ Rτ×ds , τ = T ′

ω ,
where T ′ and ω donate the length of style clip and tempo-
ral window, respectively. Then fs queries the style codebook
Cs ∈ RN×ds to retrieve its closest entry qs ∈ Rτ×ds :

qs = q(fs) := argmin
csk∈Cs

∥fs − csk∥2 , (1)

which is fed into the self-attention (Safari, India, and Her-
nando 2020) layer and decoder Ds to extract the style code
s and reconstructing βs

1:T ′ , respectively. Then, s is further
passed through the style classifier fc. To enable Es and
Cs to jointly learn a style-aware space, we employ triplet
loss (Dong and Shen 2018) and the cross-entropy loss in ad-
dition to the loss functions used in Van Den Oord, Vinyals
et al. (2017) during training:

Ls = ∥sg[fs]− qs∥+ ∥sg [qs]− fs∥
+ αtrip max{∥s− sp∥2 − ∥s− sn∥2 + γ, 0}

+ αc

M∑
c=1

yclog(fc(s)) + ∥ ˆβs
1:T ′ −Ds(qs)∥,

(2)

where sp and sn donate the style code extracted from the
videos with the same and different style with input style clip,
M is the number of the styles, yc refers to the ground truth
style class of βs and sg[·] stands for a stop-gradient oper-
ation. Once the module is well-trained, the style codebook
serves as a prior to guarantee high-fidelity style speaking ex-
tracting when processing an arbitrary style clip. The pipeline
of style extraction is displayed in left Figure 2 (b).

Stylized Facial Motion Synthesis with HyperStyle
We design an audio encoder Ea to extract za1:T from the au-
dio clip a1:T and source parameter βr, which is extracted
from one frame of corresponding video V r. In order to en-
sure the synchronization of the mouth and audio in the re-
sulting video while preserving the consistent speaking style
with the style clip, we design a residual motion stylized
module. The module comprises a canonical branch ϕc for
enabling za1:T to integrate audio-driven lip motion informa-
tion with canonical style, and style-specific branch ϕs for
predicting the offset from the canonical one to stylized one.
Both branches accept za1:T as input, while the style-specific
branch takes an additional style code, to specify the desired
speaking style. Subsequently, we explore a HyperStyle H
to efficiently produce the adapted style-attention weights for
the branch. In particular, the style-specific branch is based
on a 6-layer LSTM and our HyperStyle H predicts a set of
offsets with respect to the original weights of the middle 4
layers. To assist the H in inferring the desired modifications,
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Figure 3: The pipeline of pose generator Gp.

we pass style code s as the input. The process can be ex-
pressed as:

zs1:T = ϕc(z
a
1:T ) + ϕs(z

a
1:T , s,H(s)), (3)

where the latent code zs1:T and style code s are further fed
into the decoder D to generate stylized 3D coefficients ˆβs

1:T .
We supervise our model in terms of lip-sync and stylized

expression, respectively. As for the former, we follow the
self-supervised training strategy, in which the coefficients
are predicted from a style clip, corresponding audio and
a reference image selected from other video frames of the
same speaker. To avoid the possible misalignment problem
between audio and ground truth coefficients, we adopt the
Soft-DTW loss Lrec (Chen et al. 2023) to minimize the dif-
ference between the predicted coefficients ˆβ1:T and ground
truth β1:T . On the other hand, to guide the framework to gen-
erate vivid speaking styles, we employ the triplet loss Ltrip
and the pre-trained style classifier fc to constrain the gener-
ated coefficients (donated as Lstyle1) in Equation 2. Sparked
by the success of style transfer (Tao et al. 2022), a style
discriminator is presented to further enhance the temporal
speaking style. The style discriminator receives the coeffi-
cient sequence and ground truth style class as input and de-
termines whether the coefficients perform with correct style
or not from the aspects of feature and temporal (donated as
Lstyle2). To sum up, the total loss to train our SAAS is calcu-
lated by the weighted sum of the above loss functions:

Ltotal = Lrec + αtripLtrip + αstyle1Lstyle1 + αstyle2Lstyle2, (4)

where we move the detailed derivation of the formulas into
the supplementary material due to the limited space.

Head Pose Synthesis
Our pose generator Gp involves inputs of driving audio and
style code extracted from the style clip as shown in Fig-
ure 3. During training, we learn a pose codebook Cp to store
the pose prior jointly with a pose encoder Ep and decoder
Dp in a self-reconstruction manner. Inspired by Dosovitskiy
et al. (2020), a cross-modal Encoder Es−a is employed to
fuse the information across a1:T and s. p1:T ′ is represented
as a sequence of corresponding codebook indices i follow-
ing Ng et al. (2022), and then passed through pose predic-
tor Pp along with the fused information. The output of Pp
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Method
MEAD (Wang et al. 2020) HDTF (Zhang et al. 2021b)

SSIM↑ FID↓ M-LMD↓ F-LMD↓ Syncconf ↑ SSIM↑ FID↓ M-LMD↓ F-LMD↓ Syncconf ↑

MakeItTalk 0.618 73.064 4.314 4.778 1.719 0.648 23.124 5.061 5.193 1.888
Wav2Lip 0.635 86.812 4.146 4.271 3.275 0.729 19.349 4.571 4.667 5.077

Audio2Head 0.609 84.315 5.636 5.997 2.796 0.610 31.503 6.467 6.263 1.930
PC-AVS 0.588 95.913 6.592 6.969 2.837 0.431 128.806 7.827 7.675 3.661
AVCT 0.656 83.574 4.883 4.676 2.946 0.633 44.636 5.393 5.376 4.231

SadTalker 0.636 88.750 3.637 3.736 3.135 0.697 18.317 3.039 3.143 3.157

EAMM 0.624 83.396 4.964 4.458 2.708 0.630 57.145 5.353 5.946 1.555
StyleTalk 0.669 68.399 3.361 3.262 3.288 0.723 19.327 2.758 2.448 2.445

SAAS 0.683 59.718 3.104 2.914 3.346 0.732 18.919 2.588 2.185 2.717
SAAS-V 0.830 40.862 1.552 1.413 3.490 0.873 9.057 1.412 1.323 3.645

GT 1.000 0.000 0.000 0.000 3.590 1.000 0.000 0.000 0.000 2.903

Table 1: Quantitative comparisons with state-of-the-art methods. We test each method on MEAD and HDTF datasets, and the
best scores in each metric are highlighted in bold. The signages ” ↑ ” and ” ↓ ” indicate higher and lower metric values for
better results, respectively.

is a distribution k of pose codebook indices, ensuring di-
verse head poses that align with the audio rhythm and style
code. Subsequently, we sample the index î of the codebook
Cp from the distribution k and then retrieve the correspond-
ing quantized element qpi. Incorporating the decoder Dp,
the corresponding pose coefficients ˆp1:T are obtained.

Along with the predicted expression ˆβs
1:T and reference

image Ir, the realistic stylized videos with head motions
are generated via a Face Render R (Ren et al. 2021). Since
stylized expressions are mainly expressed through eye and
mouth regions (Faigin 1990), we introduce three facial dis-
criminators to enhance the style performance in the signif-
icant facial regions during training the Face Render. More
details can be found in the supplementary materials.

Extension on Video-driven Style Transfer
We extend our SAAS to the domain of the facial motion
style transfer, which edits the speaking style of the given
video while maintaining lip synchronized with the original
video. In particular, we replace the audio encoder Ea with
a video encoder Ev and keep the rest of the network struc-
ture consistent with the audio-driven setting. Ev maps the
3D coefficients βr

1:T extracted from the source video V r to
zv1:T , which contain both the source mouth shape and source
speaking style. In this way, the canonical branch is able to
convert zv1:T into the canonical and further transfer to zs1:T
with the target speaking style s.

Since there are no two videos synchronized with the
same audio in different styles, we cannot constrain our net-
work with reconstruction loss. Instead, we introduce a cycle-
reconstruction loss, where the source video is first trans-
ferred to target style st, and then make the transferred video
ˆβ1:T perform as the source style sr again:

ˆβ1:T = D(ϕc(Ev(β
v
1:T )) + ϕs((Ev(β

v
1:T ), st, H(st))))

βv
1:T = D(ϕc(Ev( ˆβv

1:T )) + ϕs((Ev( ˆβv
1:T ), sr, H(sr))))

Lcyc = ∥βv
1:T − βv

1:T ∥2, (5)

where βv
1:T refers to cycle-reconstructed result. Based on the

assumption that the relative distance from the upper lip to the
lower lip of the source video and generated stylized video
should be consistent to ensure the synchronization with the
audio (Sun et al. 2022), we employ the mouth loss Lmouth:

Lmouth =∥(Upp(Ver(βv
1:T )))− Low(Ver(βv

1:T )))−
(Upp(Ver( ˆβv

1:T ))− Low(Ver( ˆβv
1:T )))∥2,

(6)

where Ver(·) donates the 3D mesh vertices reconstructed
from 3DMM coefficients, Upp(·) and Low(·) refer to the in-
dex of the upper and low lip vertices. To summarize, the ob-
jective functions Lv

total for video-driven motion transfer are:

Lv
total =Lmouth + αcycLcyc + αtripLtrip

+ αstyle1Lstyle1 + αstyle2Lstyle2
(7)

Experiments
Experimental Settings
Datasets and Implementation Details. Two public
datasets are leveraged to train and test our proposed SAAS:
MEAD (Wang et al. 2020) and HDTF (Zhang et al. 2021b).
MEAD captures various emotional videos performed by 60
actors with 8 emotions and 3 levels, where MEAD is rich
in expressions but only 159 sentences are recorded. HDTF
consists of over 10k different sentences and 300 speak-
ers collected from youtube website, which compensates for
the limited MEAD subject and corpus. We implement our
SAAS model with Pytorch. We set w = 8, T ′ = 32,
N = 500 and ds = 256. Model training and testing are con-
ducted on 4 NVIDIA GeForce GTX 3090 with 24GB mem-
ory. Incorporating the Adaptive moment estimation (Adam)
optimizer (Kingma and Ba 2014), the style codebook Cs

and Style Encoder Es are pre-trained for 24 hours. Then, we
froze weights of Cs and Es, and jointly train the whole net-
work with the learning rate of 2e-4 for 500 and 300 epochs
in audio-driven and video-driven settings, respectively.

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

5092



Ours

MakeItTalk Audio2Head

AVCT

EAMM

StyleTalk

Style  
reference

Ours

Wav2Lip PC-AVS

SadTalker

EAMM

StyleTalk

Style  
reference

Source Source

Figure 4: Qualitative comparisons with state-of-the-art methods. Top row shows the identity, driving audio and corresponding
mouth ground truth. The purple row shows the style source clips.

Comparison Setting. We compare our SAAS against
state-of-the-art (SOTA) methods including neutral talking
face generation methods: MakeItTalk (Zhou et al. 2020),
Wav2Lip (Prajwal et al. 2020), Audio2Head (Wang et al.
2021), PC-AVS (Zhou et al. 2021), AVCT (Wang et al.
2022), SadTalker (Zhang et al. 2022), and stylized talk-
ing face generation methods: EAMM (Ji et al. 2022),
StyleTalk (Ma et al. 2023). The former focuses on the lip-
synchronization with the same expression as the source im-
age, while the latter additionally takes stylized expression
into consideration by involving another style clip as in-
put. We evaluate the generated videos using following met-
rics: SSIM (Wang et al. 2004), FID (Seitzer 2020), M-
LMD (Chen et al. 2019), SyncNet (Chung and Zisserman
2017) and F-LMD. SSIM and FID measure the distance be-
tween the generated video and ground truth from the image-
level and feature level, respectively. Landmarks distances on
the mouth (M-LMD) and the confidence score of SyncNet
assess the synchronization between the generated lip motion
and the input audio. Besides, F-LMD focuses on evaluating
the similarity of the facial expression.

Experimental Results
Quantitative Results. We quantitatively conduct the com-
parison experiments in a self-driven fashion. On HDTF, the
first frame of each video and corresponding audio are used
as the source image and driving audio for each method, and
the videos are additionally fed into stylized talking face gen-
eration methods as speaking style reference. When testing

on MEAD, the style clip and driving audio are selected sim-
ilarly to HDTF, while the source image is sampled from a
neutral video of the same subject. As for video-driven style
transfer (donated as SAAS-V), since there is no ground truth
for the stylized video produced by SAAS-V as aforemen-
tioned, we employ SAAS-V to first convert the speaking
style of each video into neutral with the neutral video of the
same speaker, and then stylize the neutralized results to the
original speaking style, which are used to calculated metrics.
All testing data are unseen during training.

Table 1 summarizes the results of the quantitative com-
parison between ours and the SOTAs. We achieve the best
performance in terms of all metrics on MEAD, and most
metrics on HDTF. We obtain the higher score of SSIM and
comparable scores of FID with SadTalker on HDTF, which
demonstrates the superiority of our method in the image
quality of the results. Wav2Lip achieves the highest score of
Syncconf that even surpasses that of GT. The reason is prob-
ably that the confidence score of SyncNet is an important
constraint when training Wav2Lip with SyncNet discrimina-
tor. In contrast, our method is not only similar to the Syncconf
score of GT, but also leads to the lowest disparity between
the output and GT with regard to M-LMD. This indicates the
precise lip-synchronization of our SAAS. Besides, SAAS-
V significantly exceeds SOTAs among all metrics on both
datasets, which suggests the effectiveness of our framework
in both audio-driven and video-driven setups.
Qualitative Results. The qualitative comparison to state-
of-the-art methods is also conducted. We select source im-
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Score/Method PC-AVS AVCT EAMM StyleTalk SAAS

Lip-Sync. 3.16 3.21 1.91 3.38 3.58
Naturalness 1.85 2.67 1.47 2.98 3.28
Style Accuracy 16.8% 15.4% 46.2% 63.4% 71.3%

Table 2: User study results. The score ranges from 1 to 5,
and error bars imply the standard deviations.

ages, driving audios and style reference clips unseen in
training set as the inputs for each method. Qualitative re-
sults are depicted in Figure 4, where our method syn-
thesizes realistic stylized talking face videos with accu-
rate lip-synchronization and diverse head poses. Specifi-
cally, MakeItTalk (Zhou et al. 2020) fails to generate precise
mouth shapes. Despite improved lip-sync, Wav2Lip (Pra-
jwal et al. 2020) produces the blur lower faces. Besides,
both Audio2Head (Wang et al. 2021) and PC-AVS (Zhou
et al. 2021) suffer from inconsistent identity with the
source image. Furthermore, the head poses performed by
AVCT (Wang et al. 2022) seem jittery and less continuous,
making the output less realistic. Though SadTalker (Zhang
et al. 2022) exempts the jitter, it neglects stylized expres-
sions for generating realistic animation. While EAMM (Ji
et al. 2022) takes speaking style into account, it struggles
to imitate the expression of style reference and preserve
the source identity. By extracting the speaking style in a
discrete manner, rather than in a regression manner as in
StyleTalk (Ma et al. 2023), we generate more explicit speak-
ing styles in results.
User Study. We conduct a user study to compare genera-
tion results with SOTAs. We produce 16 videos via each
method, and invite 20 participants (10 males, 10 females) to
score each video on a scale of 1 (worst) to 5 (best) in terms
of lip synchronization and naturalness. Besides, participants
are required to classify the speaking style performed by the
results of stylized expression generation methods. The av-
erage scores are reported in Table 2, demonstrating that our
method outperforms other methods. More quantitative, qual-
itative and user study results can be found in the supplemen-
tary material.
Ablation Study. We further conduct the ablation study to
investigate the contributions of different components in our
SAAS. To be specific, the experiment arrangements can be
concluded as: (1) w/o Cs: remove the style codebook and
extract the style code in a regressive way. (2) N = 250/
N = 750: set the size of Cs as 250 and 750. (3) w/o H:
remove H and use a unified style branch. (4) w/o Ltrip/ w/o
Lstyle1/ w/o Lstyle2: remove different loss functions.

The visual results are presented in Figure 5. The speak-
ing style of experiment (1) tends to be averaged without
distinctive style, which is significantly improved with the
assistance of Cs. This demonstrates that the discrete prior
stored in the codebook facilitates the extraction of the speak-
ing style. However, N = 250 cannot expand enough space
to include a wide variety of styles, while too huge space
(N = 750) makes the query process confusing. Therefore,
we choose N = 500 to achieve the best trade-off. Without
the style-specific weights produced by H , experiment (3)

Source image

Style source

 = 750 = 250

SAAS

w/o w/o 

w/o w/o w/o 

Figure 5: Visualization results of ablation study.

Method/Score SSIM ↑ FID ↓ M-LMD ↓ F-LMD ↓
w/o Cs 0.641 84.149 3.714 3.545
N = 250 0.664 70.151 3.434 3.244
N = 750 0.676 64.481 3.246 3.163
w/o H 0.645 81.415 3.451 3.515
w/o Ltrip 0.659 75.045 3.283 3.421
w/o Lstyle1 0.674 63.746 3.154 3.071
w/o Lstyle2 0.676 67.418 3.215 3.062

Ours 0.683 59.718 3.104 2.914

Table 3: Results for ablation study on MEAD dataset.

performs poorly in lip-synchronization and speaking style.
Ltrip in Equation 2 mainly contributes to the speaking style
extraction while Ltrip in Equation 4 constrains the speaking
style of the resulting video to be close to the positive sample
and distant from the negative sample. Lstyle1 and Lstyle2 fur-
ther enhance the low disparity between the styles in results
and style source. Consequently, the contribution of each
module is verified. The numerical results reported in Table 3
also confirm our assumptions. Please refer to our supple-
mentary materials for more ablation study results about dif-
ferent style codebook sizes and facial discriminators.

Conclusion

In this work, we present a novel Say Anything with Any
Style (SAAS) to achieve stylized talking face generation. In
contrast to the previous regressive way, we resort to discrete
representation learning and construct a style codebook in a
multi-task manner. Incorporating it, an arbitrary style can be
condensed as the combination of the most pertinent elements
in prior. A HyperStyle is developed to modulate the weight
of the style-specific branch to enable stylized motion condi-
tioned on the extracted speaking style and driving audio. To
perform stylized head motion, we design another pose code-
book and a pose generator, where the former expands a finite
proxy space for the quantized pose representation, while the
latter fuses the style and audio to sample diverse head poses.
Furthermore, we extend this framework to tackle the video-
driven style editing task. Extensive experiments demonstrate
the superiority of our method.
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