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Abstract

We propose a new video conferencing system that uses an array of cameras to cap-
ture a remote user and then show the video of that person on a spherical display.
This telepresence system has two key advantages: (i) it can capture a near-correct
image for any potential observer viewing direction because the cameras surround the
user horizontally; and (ii) with view-dependent graphical representation on the spher-
ical display, it is possible to tell where the remote user is looking from any viewpoint,
whereas flat displays are visible only from the front. As a result, the display can more
faithfully represent the gaze of the remote user. We evaluate this system by measur-
ing the ability of observers to accurately judge which targets the actor is gazing at in
two experiments. Results from the first experiment demonstrate the effectiveness
of the camera array and spherical display system, in that it allows observers at multi-
ple observing positions to accurately tell at which targets the remote user is looking.
The second experiment further compared a spherical display with a planar display
and provided detailed reasons for the improvement of our system in conveying gaze.
We found two linear models for predicting the distortion introduced by misalignment
of capturing cameras and the observer’s viewing angles in video conferencing sys-
tems. Those models might be able to enable a correction for this distortion in future
display configurations.

1 Introduction

Traditional video conferencing setups often distort the appearance of
human gaze due to screen and camera orientation disparities and other asym-
metries. For example, even when looking directly at their collaboration, the
video of users may appear as if their gaze is up, down, or to the sides. These
distortions can lead to problems sharing socially useful information such as
attention targets, conversational turn-taking indicators, etc. A variety of tele-
conferencing systems have been successfully built for reproducing eye-gaze,
though the majority use a planar display (Nguyen & Canny, 2005). However,
these planar displays are visible from the front only.
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We propose the use of non-planar displays, in particu-
lar a spherical display to represent a remote user. We use
a spherical display that is small enough to situate almost
anywhere in a room and that is visible from all direc-
tions (Benko, Wilson, & Balakrishnan, 2008; Oyekoya,
Steptoe, & Steed, 2012). Also, compared to volumetric
displays (Yendo, Fujii, Tanimoto, & Panahpour Tehrani,
2010), robotics (Desai, Tsui, Yanco, & Uhlik, 2011)
and animatronic shader lamp avatars (Lincoln et al.,
2009), it is technically quite simple to build and similar
systems can be constructed inexpensively. Furthermore,
as cameras are now becoming very cheap, we propose
the use of a camera array to capture the remote user, so
that we can select an appropriate video of the user to
show.

We compare the effectiveness of both spherical and
flat displays by measuring the ability of observers to
accurately judge which target a user is gazing at. Exper-
iment 1, as a pilot study, demonstrated that the camera
array plus sphere display can convey gaze relatively accu-
rately (Pan & Steed, 2012). Experiment 2 compared
observers’ performance in different flat and spheri-
cal display conditions further, by modeling systematic
biases and investigating the influence of seat and target
positions.

In the following sections, we review related work
and present the software and hardware components
needed to implement our spherical display system. This
is followed by two experimental evaluations of our
system. Finally, we present discussions of the results,
implications for future designs, conclusions and future
work.

2 Related Work

2.1 Display System

2.1.1 Flat Display. Eye-gaze distortions in video
conferencing are mainly caused by two factors: parallax
shift effect and collapsed viewer effect (Norris, Schnädel-
bach, & Qiu, 2012; Nguyen & Canny, 2005). The par-
allax shift effect occurs due to the placement of the video
camera, which tends to be perched on top of a monitor

display in traditional videoconferencing systems. This
causes the user’s eye direction to be different from the
video camera’s capturing direction. Note that the paral-
lax shift effect can occur both horizontally and vertically.
The collapsed viewer effect is where all remote partici-
pants share the same virtual viewing position of the local
scene. This happens in group-to-group video commu-
nication systems. For example, if a participant is looking
directly at the capturing camera in a remote room, all
the viewers in the local room will feel that the remote
participant is looking at them. In this section, we review
different types of flat displays that can reproduce eye-
gaze in different two-way conversation, three-way or
N-way conversation, and group-to-group conversation
scenarios.

In a two-way conversation, where only two partici-
pants at different geographical locations join the video
communication, there are various methods of produc-
ing a correct gaze direction (Bohannon, Herbert, Pelz,
& Rantanen, 2013). Using a half-silvered mirror (Arai,
Kuriki, & Sakai, 1992; Acker & Levitt, 1987), embed-
ding a camera in the center of display (Adalgeirsson &
Breazeal, 2010), or using a transparent display could
allow a video camera to capture a participant’s cor-
rect gaze direction without blocking the image on the
screen. However, once participants are moving or not
sitting in front of the display, the parallax shift effect will
occur.

For three-way or N-way conversations, more than
two participants at different places link up in the con-
versation. Apart from considering parallax shift effect,
the structure of the three-way or N-way communication
network is also an essential issue. Round-table and SVTE
(shared virtual table environment) are basic schemes
to build a three-way or N-way communication net-
work (Schreer, Kauff, & Sikora, 2005). For the round-
table scheme, N parties are virtually grouped around a
round table while cameras are placed in all lines of sight.
The Hydra system (Sellen, Buxton, & Arnott, 1992)
placed several hydra units in front of a local user to
present the video of remote users. For MAJIC (Okada,
Maeda, Ichikawaa, & Matsushita, 1994), at each site
of this system, a large semi-transparent curved screen
was mounted behind a normal computer terminal. In
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the MONJUnoCHIE system (Aoki et al., 1999), a
special semi-transparent display based on holographic
optical elements was used. However, the overall trans-
mission bit is increased with the square of the connected
sites; for example, N × (N–1) cameras are needed for N
participants. Alternatively, the SVTE scheme manages
to decrease the overall transmission bit by integrating
generic 3D representations of the conferees into a shared
virtual environment (Atzpadin, Kauff, & Schreer, 2004;
Mulligan, Isler, & Daniilidis, 2002).

Group-to-group conversation means that multiple
users are collocated with an instance of the telecon-
ferencing system. The two-way conversation systems
that we discussed could be used for communication
between two groups of users, if the viewing distance
between the two users is sufficiently large. The Tele-
presence Wall (Buchner, 2006) is an example of a display
used to support two groups at two sites. The GAZE-
2 (Vertegaal, Weevers, Sohn, & Cheung, 2003) uses an
eye-controlled camera direction to ensure parallax-free
transmission of eye contact. GColl (Slovák, Troubil, &
Holub, 2009) supported mutual-gaze as well as partial-
gaze awareness for all participants with modest technical
requirements; for example, notebooks with two USB
cameras for each user. In Jones et al. (2009), a one-to-
many 3D video teleconferencing system is introduced
to achieve multi-view conversation. The remote user’s
face is scanned in 3D at 30 Hz and transmitted in real
time to an auto-stereoscopic horizontal parallax 3D dis-
play, displaying it over more than 180◦ in a field of view
observable to multiple views. MultiView (Nguyen &
Canny, 2005) accomplishes reproduction of eye-gaze
in group-to-group conversation by capturing unique
and correct perspectives for each participant using one
of many cameras and simultaneously projecting each of
them onto a directional screen that controls who sees
which image.

As we discussed, many telepresence systems have been
built to improve different videoconferencing scenar-
ios, though the majority use planar displays. However,
these planar displays are visible only from the front, and
lack the 360◦ view offered by spherical displays. Also, in
order to correct eye-gaze distortion, flat displays either
use the half mirror which will reduce the video qual-

ity and increase the display complexity, or embed the
camera in the center of display which will block display
image. On the other hand, spherical displays project
video from the bottom of the display, thus avoiding
this problem. Nevertheless, previous research using flat
displays for three-way or N-way conversation and group-
to-group conversation scenarios are important for future
development of spherical displays.

2.1.2 Virtual Reality Systems. Systems such as
VIRTUE (virtual team user environment) (Schreer et
al., 2002), im.point (immersive meeting point) (Tanger,
Kauff, & Schreer, 2005), Blue-C (Gross et al., 2003),
and office of the future (Raskar et al., 1998) are effec-
tive ways to simulate face-to-face conversations by
applying the concept of a shared environment (Hind-
marsh, Fraser, Heath, Benford, & Greenhalgh, 2000).
These virtual reality systems mainly focus on how well
observers can distinguish between objects according
to the remote user’s gaze direction. TELEPORT sys-
tem (Gibbs, Arapis, & Breiteneder, 1999) and NTII
(National Tele-Immersion Initiative) (Sadagic et al.,
2001) utilized the SVTE concept described earlier to
preserve gaze direction in three-way or N-way con-
versations. However, these systems need sophisticated
equipment, such as complex display mountings, spe-
cial tracking devices, etc. Also, they are currently too
expensive to put into commercial use.

2.1.3 Telepresence Robots. Mobile telepresence
robots, such as MeBot V4 (Adalgeirsson & Breazeal,
2010), PRoP (Paulos & Canny, 1998), Anybots’QB,
and the VGo (Tsui, Desai, Yanco, & Uhlik, 2011), allow
a remote user to control the robot’s movement around
a space while the user converses with other users in that
space. These devices tend to have a built-in flat screen to
display a video stream of the remote user. Using these
telepresence robots, remote co-workers can wander
the hallways and engage in impromptu interactions,
increasing opportunities for connection in the work-
place (Lee & Takayama, 2011). Since mobility is the
characteristic that differentiates mobile telepresence
robots from video conferencing technologies, we could
potentially integrate a spherical display into a robotic
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platform. Compared to mobile telepresence robots, the
360◦ visibility of the spherical display would be a distinct
advantage.

Humanoid robotics focus more on better conveyance
of a person’s remote physical presence. Geminiod HI-
1 (Sakamoto, Kanda, Ono, Ishiguro, & Hagita, 2007)
was developed to closely resemble a specific human. Ani-
matronic Shader Lamps Avatars (SLA) (Lincoln et al.,
2009) use the technique where an image of an object is
projected onto a screen whose shape physically matches
the object. It uses cameras and projectors to capture
and map the dynamic motion and appearance of a real
person onto a humanoid animatronic model. These
humanoid robots can potentially be used to represent
specific visitors at a destination but they are limited in
terms of their flexibility in representing other teleopera-
tors. In comparison, the sphere display offers flexibility
compared to humanoid robotics as it is not constrained
to a single head size or shape.

2.1.4 Situated Display. There are different
kinds of non-flat display surfaces (Ten Koppel, Bailly,
Müller, & Walter, 2012), particularly, situated displays,
such as spherical displays and tubular displays, which
are small enough to situate almost anywhere in a room
and which are visible from all directions. The BiReal-
ity system (Jouppi, Iyer, Thomas, & Slayden, 2004)
consisted of a display cube at a user’s location and a
surrogate in a remote location. Both the remote par-
ticipant and the user appeared life-size to each other.
The display cube provided a complete 360◦ surround
view of the remote location and the surrogate’s head
displayed a live video of the user’s head from four sides.
Horizontal gaze is best preserved for the user as seen by
remote participants when the user is looking into the
cameras in the corner of the display cube, and is slop-
pier when the user is looking at the center of a screen.
SphereAvatar (Oyekoya et al., 2012) represents a remote
user as an avatar on a spherical display which is able to
accurately convey head-gaze. Our system extends the
work of SphereAvatar (Oyekoya et al., 2012). We sur-
round a camera array to reproduce real-time video of
a remote participant instead of an avatar in order to
improve reproduction fidelity and preserve eye-gaze.

TeleHuman (Kim, Bolton, Girouard, Cooperstock,
& Vertegaal, 2012) provides 360◦ motion parallax
with stereoscopic life-sized 3D images of users, using
a lightweight approach. Motion parallax is provided via
perspective correction that adjusts views as users move
around the display. Stereoscopy is provided through
shutter glasses worn by the user. The system uses ten
Microsoft Kinects for capturing 3D video models of
the user in 360◦. Telehuman is a reconstruction system,
whereas we focus on spatial video transmission.

2.2 Arrangement of Capturing Cameras

The arrangement of capturing cameras in video
conferencing can be divided into three categories: fixed
camera, moving camera, and dense camera array. For
the fixed camera approach, it is common to place the
video camera close to the image of the other person’s
eye to avoid a parallax shift effect. However, it limits
the user to a specific position. For a moving camera,
the camera’s position changes according to the direc-
tion given by the user’s eye. One of the representative
examples of a moving camera system is a telepresence
robot, discussed earlier. The last type of arrangement is
the dense camera array. A scene is captured by a set of
cameras and optionally manipulated by view interpo-
lation as discussed below. When the camera density is
very high, view generation is done simply by selecting
a camera image or by collecting pixels from the camera
image, such as the NHK system (Arai, Okui, Yamashita,
& Okano, 2006) or 1D integral image 3D display sys-
tem (Hirayama, 2009). When the camera density is
moderately high, view generation needs some process-
ing such as FTV (Free viewpoint TV) (Tanimoto, 2006),
Bird’s eye view system (Sekitoh, 2001), Light field cam-
era system (Wilburn, Smulski, Lee, & Horowitz, 2001),
Surface light field camera system (Chen, Bouguet, Chu,
& Grzeszczuk, 2002), EyeVision, 3D-TV (Matusik &
Pfister, 2004), and Free-viewpoint video player (Eise-
mann et al., 2008). When the camera density is low,
intermediate views can be generated by detecting a
model in the scene, such as 3D room (Saito, Baba,
Kimura, Vedula, & Kanade, 1999) and 3D Video (Mat-
suyama & Takai, 2002). In our system, the number of
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views is moderately high. We arrange cameras in a semi-
circle and thus the system is able to capture the views
from multiple horizontal directions.

2.3 Gaze Evaluation

2.3.1 Object-Focused Gaze Awareness and
Mutual Gaze. Detecting the gaze direction of a person
is important for human–computer interaction applica-
tions in video conferencing or shared collaborative work
spaces (Leyrer, Linkenauger, Bülthoff, Kloos, & Mohler,
2011). Eye-gaze includes object-focused gaze aware-
ness and mutual-gaze. Object-focused gaze awareness
means that if the partner is gazing at an object in the
shared workspace, the viewer can tell what the object
is. Mutual-gaze is knowing whether someone is look-
ing at you. This is more commonly known as eye contact
and has some well documented functions in regulating
conversation. In an object-focused gaze awareness sit-
uation (Roberts et al., 2009), while a remote partner
(attention source) fixed his or her gaze, the local par-
ticipant (observer) was asked: “Which object is being
looked at?” In the mutual-gaze situation, the local
participant was asked: “Are you being looked at?” Tech-
nically, gaze awareness may be achieved through physical
alignment of cameras and displays to enable natural lines
of sight operating within Chen’s offset threshold (Chen,
2002) of 1◦ horizontal and 5◦ vertical. While the 360◦

and multi-view capabilities of a spherical projection are
novel, it is not clear whether observers can interpret gaze
direction on closely spaced target objects. The direc-
tion of a person’s gaze is one feature that is relevant in
judging objects of interest in an environment.

2.3.2 Perception of Head and Eye-Gaze Direc-
tion. Early work indicates that gaze direction may be
perceived by both the direction in which the head is ori-
ented and the eyes’ position relative to the head (Gibson
& Pick, 1963). Other research has focused on studies
in which the eyes and the head were counter-rotated to
varying degrees while maintaining fixation on the sub-
ject (Gibson & Pick, 1963; Anstis, Mayhew, & Morley,
1969). These studies consistently showed an interac-
tion between eye and head position in the perception of

gaze direction. Gibson and Pick (1963) examined three
head-gaze conditions: head to front, left, and right. In
each condition, an observer at a distance of 2 m gazed
at seven positions in a prearranged random order, each
0.1 m apart on a wall behind participants. Participants
made “yes” or “no” judgments of whether they felt they
were being looked at. The frequency distributions of
“yes” judgments showed a head-turn effect such that
when the target’s head was rotated in one direction,
participants’ judgment tended to perceive gaze to be
rotated in the opposite direction. In addition to the
three head-gaze conditions, Anstis et al. (1969) inves-
tigated three orientations of a TV screen. They found
three effects. First was a similar effect to the head-turn
effect. Second was a TV-screen-turn effect where the
apparent displacement of the perceived direction was
in the same direction as the turn of the screen. Third
was an overestimation of the deviation of the looker’s
gaze from the straight ahead. They suggested that the
convex curvature of the screen probably caused the TV-
screen-turn effect. Overestimation was found to increase
with the complexity of the viewing condition. Overall,
these studies suggest that observers may be construct-
ing a mental line based on the head orientation before
judging the eye direction relative to the head. Despite
the importance of the head as an attentional cue, there
has been relatively little research on the perception of its
orientation. Troje and Siebeck (1998) quantified accu-
racy of head orientation discrimination under varying
illumination conditions with the eyes pointing directly
forward. Discrimination was shown to be most accurate
within the ±15◦ range of forward gaze directions but
was markedly poorer at 30◦ head rotation. This was also
observed by Wilson et al., who also found that changes
in head orientation could be perceived even when the
internal features of the head or the outline head contour
is removed, suggesting that the deviation of nose angle
may be a likely cue (Wilson, Wilkinson, Lin, & Castillo,
2000).

The SphereAvatar (Oyekoya et al., 2012) presents an
evaluation of the use of spherical displays for represent-
ing remote participants, but focuses on head-gaze and
employs the static eye-gaze condition. In this paper, we
investigate the relationship between human-gaze (i.e.,
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both head-gaze and eye-gaze) and observer’s viewing
positions in different display configurations.

2.3.3 Evaluation Frameworks. Nguyen and
Canny (2005) proposed a framework for evaluation with
three variables: attention source, attention target, and
observer. The attention source is a person who provides
attention to the attention target. In our system, we refer
to the attention source as the “actor.” The attention tar-
get is an object which could be a person or anything else
that receives attention from the source. The observer is
the person who is trying to understand the presented
information about attention including its source, its
target, and any attached meaning.

Our experiments are designed to evaluate the system’s
accuracy of preserving gaze directions, based on pre-
vious quantitative design reviewed earlier. However,
the camera and display configuration are very differ-
ent. Moreover, we also look into different influencing
factors, such as the seat positions and target positions.

3 Multiple View-Port Spherical Video
Conferencing System

The goal of our system is to allow local users
to perceive the eye-gaze of a remote user accurately.
Figure 1 depicts the system design. A remote user (the
actor in the remote room) is captured by 11 capturing
cameras controlled by two PCs. In the local room, a
single PC renders video on a spherical display which
is seen by a local user, the observer. Depending on the
observer’s position, the most appropriate camera feed is
streamed from one of the two camera controller PCs to
the rendering PC. Streaming is done using TCP.

3.1 Semicircular Camera Arrays

In the remote room, 11 low-cost PlayStation®

Eye USB digital cameras are mounted on a half annu-
lar table with an inner radius of 405 mm at every 15◦,
as illustrated in Figure 2. The cameras are set to a 56◦

field of view setting. The cameras capture at 30 Hz with
320 × 240 pixel resolution.

Figure 1. Diagram of the directional spherical video conferencing

system.

Figure 2. Camera calibration setup.

We manually adjust the cameras to look at the point
above the center of the half annular table. We used
Zhang’s camera calibration method which involves
showing all of the cameras a flat checkerboard target
in at least two different orientations (Zhang, 2000).
We then use the Camera Calibration Toolbox for MAT-
LAB to compute the cameras’ positions and orientations
accurately (in Figures 2 and 3). The computed posi-
tions and orientations of the cameras are used in the
rendering process, so that the video can be rendered
accurately.
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Figure 3. Camera calibration result.

3.2 Directional Spherical Screen

In the local room, a spherical display was located at
the center of a half annular table which is the same size
as the one in the remote room. Eleven observer view-
ports were set around the half annular table with a radius
of 1810 mm at every 15◦ which exactly line up with each
camera in the remote room. The spherical display is the
commercially available Magic Planet display by Global
Imagination®. The Magic Planet is a projection display
device with a 16′′ sphere-shaped surface and an inter-
nal fisheye lens to project imagery onto the inside of the
sphere.

The presentation of the remote participant onto the
sphere is done in four main stages as shown in Figure 4.
First, a sphere acts as a proxy geometry of a human
head, onto which the video images are displayed using
projected texture mapping (PTM). PTM is a method
of texture mapping described by Segal that allows the
texture image to be projected onto the scene as if by
a “slide projector” (Segal, Korobkin, Van Widenfelt,
Foran, & Haeberli, 1992). According to the observer’s
viewport, the video captured by the corresponding cap-
turing camera is selected. This video is projected onto
the polyhedron, which is approximately human-head
size. This ensures that the capturing camera, the “slide
projector,” and the observer’s eye are in close alignment.

Next, we render this proxy geometry onto an envi-
ronment map. The idea of storing environment maps as
cube maps is proposed by Greene where six sub-images

represent the six different faces of a cube (Greene,
1986). We render the scene onto an environment map
using six cameras positioned outside the cube at the
position of the observer’s eye. Each of the six facets of
the cube map is thus rendered using the non-symmetric
view volumes.

Then, we draw a 3D sphere using an environment
map. Environment mapping proposed by Blinn and
Newell (1976) simulates the reflectance of a surface,
by using the reflected eye vector as a lookup into the
texture rather than a simple texture coordinate. We ren-
der a sphere with the environment map as its texture in
order to generate a 2D distorted image that is suitable
for projection through a fish-eye lens (Oyekoya et al.,
2012).

Finally, the projected light travels through the
bottom of the sphere, allowing the sphere to be com-
pletely illuminated except for the area immediately
around the lens itself and achieving 360◦ horizontal
visibility. The observer sees the head approximately
life-sized.

4 Independent Variable

4.1 Display Modes

The display mode variable consists of five display
types: Face to face (Face), sphere display (Sphere), fixed
single video flat display (Fixed single flat), fixed multiple
video flat display (Fixed multiple flat), and free multi-
ple video flat display (Free multiple flat). We ensured
that the vertical alignment of the eye-gaze of the actor,
the eye level of observers, the eye level of the video of
the actor on the spherical or fixed single video flat dis-
play, the capturing cameras, and the attention target
cards were the same. This ensured equivalence in stim-
uli alignment and apparent size between the four display
conditions and the face-to-face condition. Note that
although the system as designed and built is a real-time
collaborative system that can connect a remote room to
a local room, video was recorded to disk and replayed
for the purposes of control of the experimental stimuli in
these four display conditions.
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Figure 4. Illustrating stages of the rendering pipeline. Note that in the cube map and the 2D distorted image, the colored backgrounds (stage 2)

represent six different faces of a cube and are actually rendered as black (stage 4).

• Face to face
Figure 6(a) shows the face-to-face condition,

in which the observer and actor were in the same
room. The actor sat at the center position of the
table and the observer sat on the outside. The actor
was wearing small headphones listening to the same
audio instruction as was used when recording the
videos for the display conditions.

• Fixed single video flat display
The spatial arrangement of this condition was

almost identical to the sphere display condition. In
this case, the conventional flat display and only the
center camera (lined up with position 6) were used,
as presented in Figure 6(b). Image quality remained
the same. This condition mimicked the commonly
found distorted video conferencing system where
the actor is not always lined up with the capturing
camera, and the observer is not always lined up with
the display screen.

• Sphere display
In Figure 6(c), the observer observed the pre-

recorded video on the sphere display. Hence, the
actor and the observer achieved the line-of-sight
effect.

• Fixed multiple video flat display
This condition was similar to the fixed single

video flat display condition except all the captur-

ing cameras were used, as shown in Figure 6(d).
According to the observer’s position, the proper
video is selected. The actor is always lined up with
the capturing camera, but the observer might be
looking obliquely at the screen.

• Free multiple video flat display
This condition was alike to the fixed multiple

video flat display condition except the flat display
was rotated based on the observer’s position, allow-
ing the observer to look directly at the screen, as
shown in Figure 6(e). Hence, the actor and the
observer achieved the line-of-sight effect.

4.2 Seating Positions

We define the participants’ seating positions at
30◦, 45◦, 60◦, 75◦, 90◦, 105◦, 120◦, 135◦, and 150◦

relative to the display. Therefore there were nine lev-
els of categorical variables of seating positions. The
distance between participant and display remained
constant.

4.3 Target Numbers

Twenty-three numbered target cards were placed
on the semicircular table from 15◦ to 165◦ at every
7.5◦. Therefore, there were 23 levels of categori-
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cal variables of target numbers. The distance from
target position to participant and display remained
constant.

5 Experiment 1

The purpose of the first experiment was to demon-
strate that the combination of a spherical display and a
camera array can better represent the actor’s gaze than a
fixed single video flat display. We measured the effective-
ness of the displays by measuring the ability of observers
to accurately judge which target the actor was gazing
at for three display modes, as presented in Figures 6(a),
6(b), and 6(c). Also, we investigated the situation when
the observer was not seated in the same direction as the
camera that was observing the actor. We formed two
hypotheses.

H1. We expect that both face-to-face and sphere
display will demonstrate higher levels of accuracy (the
observers are accurate if they successfully identify
the correct target) than fixed single video flat dis-
play when the observers are in varied positions. We
further expect face to face to be better than sphere
display.

H2. For both sphere display and fixed single video
flat display, we expect that if the observer is not seated
in the same direction as the camera that is observing
the actor, the accuracy will be worse than if the cam-
era chosen for the display is aligned with the observer’s
position.

5.1 Method

5.1.1 Participants. Sixty participants, students
and staff at University College London, were recruited
to take part as observers in our user study. Twenty
groups of three were used for testing and each group
experienced one of three different conditions (sphere
display, fixed single video flat display, or face to face).
Eight more participants were actors in these experi-
ments: four actors were recorded on video for the sphere

and fixed single video flat condition and four acted in
the face-to-face condition.

5.1.2 Apparatus and Materials. For the two
display conditions, we video-recorded the actors’ head
movements, presented in Figures 5(a) and 5(b). The
actor sits at the center position of the half annulus table
and his or her head is captured by 11 video cameras. The
actors listen to an audio recording that instructs them to
look at the gaze target cards. A new target is given every
10 seconds. The targets are randomly ordered, and each
one is gazed at twice, amounting to 46 targets in the
audio instruction and thus in the recorded videos. Four
participants were actors, and thus four sets of 11 videos
were generated.

5.1.3 Procedure. Nine different positions
for observers were investigated. Observers took part
in groups of three. In all conditions, the group per-
formed three trials. On each trial, the group would sit
in positions 2, 3, and 4; or 5, 6, and 7; or 8, 9, and 10.

For each trial, each observer was given a sheet of paper
with an empty grid of 46 squares. In all three conditions,
the actor or the video of the actor reoriented to a new
target card every 10 seconds. At the same time, an audio
prompt to the observers instructed them that this was
a new target. They would then judge which target (1–
23) the actor was gazing at and then write this in the
relevant grid square.

For the face-to-face condition, the three observers
and the actor were in the same room. The actor sat at
the center position of the table and the three observers
sat on the outside. The actor was wearing small head-
phones listening to the same audio instruction as was
used when recording the videos for the display condi-
tions. The actor performed the sequence of gazes three
times. On each repetition, the group of three observers
moved to another one of the group positions.

For the sphere display condition, the three observers
observed the pre-recorded video on the sphere display,
presented in Figures 5(c) and 5(d). For each group posi-
tion, one of the observers was the principal observer.
The video corresponding to the principal observer’s
position was shown on the display. Each group saw the
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Figure 5. Example of experiment setup: The actor gazes at the target card 13 captured by semicircular camera arrays in the remote room.

Since the principal observer is sitting in viewport 4, the video captured by camera 4 is presented on the sphere display, which lines up with

observer 4.

actor’s video three times. On each repetition, the group
of three observers exchanged positions; hence, each
observer became a principal observer at least once.

For the fixed single video flat display condition, the
three observers observed the pre-recorded video on
the fixed single video flat display. The video was always
from camera position six, simulating a simple webcam
setup where the observers might be looking obliquely
at the screen, and the actor looking obliquely at the
camera.

The experiment took about 20 minutes.

5.2 Results

A summary of the results of experiment are pre-
sented in Figure 7. In each figure, the horizontal axis
indicates viewport position (p) from 2 to 10. The angle
of viewport position (α) in degrees is from 30◦ to 150◦

at every 15◦ relative to the center of conferencing
table.

α = p × 15◦. (1)

The primary measurement in our results is the accu-
racy rate in perceiving the attention target. The accuracy
rate is the percentage of accurate prediction over total
prediction.

We then define systematic bias (βi) to be the differ-
ence between the actual target number (tai) and the
observer’s perceived attention target number (toi) con-
verted to degrees, based on attention targets being 7.5◦

apart from each other.

βi = (tai − toi) × 7.5◦. (2)

Each observer indicates 46 target positions in each of
three trials. There are 12 observers in the face-to-face
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Figure 6. Five levels of categorical variable media representation. The observer (in red) is seated at viewport 4, therefore camera 4 (in red) is

enabled. Top row: capturing actor in the remote room; middle row: captured video for transmission; bottom row: view of screen showing actor’s gaze

direction in the local room. The dashed red line is the actual actor’s gaze direction.

condition (four groups of three) and nine observer seat
positions. Thus, there are 184 (46 × 3 × 12/9) rating
events in each seating position. Similarly, there are 184
rating events in each seating position for the fixed sin-
gle video flat display. For the sphere display, there are
36 observers (12 groups of three) but only one of the
group is in the principal position. Thus, there are also
184 (46 × 3 × (36/3)/9) rating events for principal
observers in each of the nine observer seating positions.
However, in the following analysis, we include some
data from the secondary observers. In particular, for
seating positions 3, 6, and 9, we analyze the 184 rating
events for the observer seated on the left and 184 rating
events for the observer on the right. This gives us a view
of how important it is to use the correct video for the
observer position.

5.2.1 Accuracy Rate. The result of accuracy
rate in different conditions is shown in Figure 7(a). For
the fixed single video flat display, with the observer at
the central viewport, the accuracy rate is 75%. How-
ever, the accuracy rate drops off symmetrically as the
observer position diverges from the central position.
This is expected, as when the observer is not seated in

position 6; he or she will still see the video taken from
the camera at position 6.

The results for face-to-face and sphere display are not
affected by viewport position and the average accuracy
rates are 89% and 76%, respectively. The average accu-
racy rate of sphere display is slightly lower than face to
face, but similar to the observer sitting at the central
position in the fixed single video flat display condition.
The fact that the accuracy does not vary with observer
position for the sphere display when considering the
principal observer supports the primary hypothesis. The
performance of the sphere display at the extreme posi-
tions (2 and 10) is significantly above that of the fixed
single video flat display.

When we consider the secondary positions in the
sphere display—the three “three point hat” graphs in
Figure 7(a)—we see that it is very important that the
camera selected be aligned with the observer position.
Considering the principal observer at position 3, we see
that the observer in position 2, observing the video from
position 3, has a performance of under 54% compared
to the accuracy of almost 76% for the principal observer
seated immediately to his or her right. This pattern is
repeated for all secondary observers.
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Figure 7. Result for analyzing the actual targets and perceived targets in different treatment conditions.

The difference between face-to-face performance and
sphere display performance may be due to video qual-
ity. We note that for observer position 6 on the fixed
single video flat display, the ideal situation for this posi-
tion, the accuracy is very similar to the sphere display at
this position. This indicates that the sphere display is no
worse than the fixed single video flat display, but it has
the advantage that it has the same apparent size in the
different observer positions.

5.2.2 Mean of Systematic Biases and Standard
Deviation. Next, we analyzed the mean and standard
deviation of systematic biases for the actual targets and
observers’ perceived targets in different treatment con-
ditions, as shown in Figures 7(b) and 9(c). For the
face-to-face and sphere display conditions, the observer
position has no significant effect on the mean of system-
atic biases, which is around 0◦. The standard deviation

of the systematic biases for the sphere display is higher,
but there are no systematic biases, indicating that the
observers are generally finding it harder to determine
gaze.

In contrast, for the fixed single video flat display, the
mean of systematic biases varies linearly according to
viewport position. We used the first-order MATLAB
Polyfit function to generate the coefficients of the poly-
nomial to simulate a curve to fit the data and found a
relationship between the systematic biases of mean and
angle of viewport position:

σ(βi) = −0.6α + 54.27◦

= 0.6 × (90◦ − α) + 0.27◦. (3)

The linear model of systematic biases in the fixed sin-
gle video flat display condition is interesting in that it
suggests that the observer’s judgment of gaze angle
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from the front is only 60% of what it should be. There-
fore, for the fixed single video flat display, the observer
perceives the actor to be looking more directly straight
out of the display.

6 Experiment 2

In the second experiment, we introduced two
more display modes, shown in Figures 6(d) and 6(e).
We compare the sphere display with fixed multiple
video flat display and free multiple video flat display
to demonstrate the improvement of representing the
actor’s gaze by using the camera array and the spher-
ical display simultaneously. In addition, we used the
mixed design analysis of variance (ANOVA) as a more
reliable statistical analysis to further investigate fac-
tors influencing the observers in perceiving targets in
different conditions. We specifically form the three
hypotheses.

H3. We explore the level of error with which
observers can discriminate the actor’s gaze orienta-
tion for all five display modes. Specifically we measure
the ability of participants to identify which set of tar-
gets the actor appears to be gazing toward. Given the
five display modes, we expect that the level of error
of observers’ performance would follow the trend
below:

Face < Sphere < Free multiple flat

< Fixed multiple flat < Fixed single flat . (4)

H4. We then explore the influence of seat posi-
tion. We expect that face-to-face, sphere display, and
free multiple video flat displays will show a similar
level of error for all seat positions. However, the level
of error will increase symmetrically as the observer
position diverges from the central position for fixed
multiple video flat display and fixed single video flat
display.

H5. We further explore the influence factor of tar-
get position. We expect that face-to-face, sphere display,

and free multiple video flat displays will show a simi-
lar level of error while observing all numbered targets.
However, there should be systematic biases for fixed
multiple video flat display and fixed single video flat
display.

6.1 Method

6.1.1 Participants. Forty participants, stu-
dents and staff at University College London, were
recruited to take part as observers in our user study.
Each participant judged only one of five display modes,
a between-subjects design. But a within-subjects design
was employed for the two factors of nine seating posi-
tions (2–10) and the 23 target numbers (1–23). We
randomly mixed the seating positions and target num-
bers in order to reduce any confounding influence of the
orderings such as learning effects or fatigue.

Two further participants were actors in this experi-
ment: one actor was recorded on video for four video
display conditions and the other one acted in the
face-to-face condition.

6.1.2 Apparatus and Materials. For the four
display conditions we recorded the actor’s performance.
The actor sits at the center position of the half annu-
lar table and his or her head is captured by 11 video
cameras. The actor listens to an audio recording that
instructs him or her to look at the gaze target cards.
A new target is given every 10 seconds. The targets
are randomly ordered, giving 23 targets in the audio
instruction and thus in the recorded videos. A set of 11
videos was generated.

6.1.3 Procedure. The experiment took about 30
minutes for each participant. Upon arrival, each partic-
ipant was assigned to one of five treatment conditions.
Eight observers were investigated for each treatment
condition.

Nine different positions for each observer were inves-
tigated. Observers were initially seated in one of the nine
positions in a counterbalanced random order. For each
trial, each observer was given a sheet of paper with an
empty grid with 23 squares. Every 10 seconds, the actor
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reoriented to a new target card. At the same time, an
audio prompt to the observers instructed them that
this was a new target. They would then judge which
target (1–23) the actor was gazing at and write this in
the relevant grid square. After each trial, the session
was paused to allow the participants to change seating
position accordingly.

6.2 Results

6.2.1 Level of Error. The primary measurement
in our results is the level of error in perceiving the atten-
tion target. We define error (εi) to be the absolute value
of difference between the actual target number (tai) and
the observer’s perceived attention target number (toi)
converted to degrees, based on attention targets being
7.5◦ apart from each other.

εi = |tai − toi | × 7.5◦. (5)

The dependent variable data (εi) were entered into
a mixed design analysis of variance (ANOVA) with the
three factors of display condition, seating position, and
target position. We used Mauchly’s test of sphericity to
validate our repeated measures factor ANOVAs, thus
ensuring that variances for each set of difference scores
were equal. Mauchly’s test indicated that the assumption
of sphericity had not been violated.

Results reveal that there was a significant main effect
of display condition, F (4, 8279) = 684.842, p < 0.01,
and post-hoc Tukey tests revealed significant mean dif-
ferences between each of all those displays. The face to
face (M = 5.104) achieved the lowest level of error,
followed by sphere display (M = 6.916), free multiple
video flat display (M = 8.262), fixed multiple video flat
display (M = 10.375), and then fixed single video flat
display (M = 21.162). See Figure 8. This supports the
third hypothesis.

While this absolute level of error is a good basic mea-
sure, it effectively accumulates the positive and negative
systematic biases. In order to get a more detailed view of
effectiveness of different displays in perceiving the atten-
tion target, whether there are left or right systematic
biases, how seat position varies, and the target position

Figure 8. Bars show estimated marginal means of error in different

treatment conditions; error bars show 95% CI of the means.

Figure 9. 2-way interaction: estimated marginal means of biases in

degree.

variable effect, the result of different display conditions
must be taken into account.

6.2.2 Systematic Biases. Similarly, we then look
into systematic bias (βi), which is defined in Experiment
1. First, we look into two-way interaction. Figure 9
shows the average systematic bias of different seat
positions under five different display conditions. For
face-to-face, sphere display and free multiple videos
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flat display, the average systematic bias curves roughly
around 0◦ and does not change over different seating
positions. Moreover, the face-to-face condition is the
most stable and the closest approximate to 0◦, followed
by sphere display and then the free multiple video flat
display. By contrast, the average systematic bias varies
linearly according to seat position for fixed multiple
video display and fixed single display. The absolute value
of systemic bias is the error defined earlier. The lines of
fixed multiple video flat display and fixed single video flat
display are symmetric about seat = 6. Therefore, seat
variable has an effect only for fixed multiple video and
fixed single video conditions. This supports the fourth
hypothesis.

We conduct a three-way interaction to investigate
whether the seat × display is the same for all targets.
We use the estimated marginal means to interpret the
three-way interaction (see Figure 10). For face-to-face,
sphere display, and free multiple videos flat display,
the average systematic bias curves are basically around
0◦ with slight fluctuations among different target
positions.

However, for the fixed multiple videos flat display
and the fixed single flat display, the average systematic
bias varies over different target positions. The fixed
single video display has more biases compared to the
fixed multiple videos display. This supports the fifth
hypothesis.

Interestingly, Figure 10 shows that the curves can
be modified into symmetrical parts for each pair of seat
positions 2 and 10; 3 and 9; 4 and 8; and 5 and 7, which
are symmetrically arranged on both sides of the center
seat position 6. For seat position 6, the curve itself is
symmetry relative to point (12, 0).

6.2.3 Linear Regression for Systematic Biases.
As we discussed in the previous section, the mean of
systematic biases varies linearly according to viewport
position for the fixed single video flat display (red line
in Figure 9) and multiple video flat display (purple line
in Figure 9) conditions. However, the mean of system-
atic biases are sloped in opposite directions in those two
conditions. Figure 10. 3-way interaction: estimated marginal means of biases in

degree.
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A simple regression was carried out to ascertain if the
angle of viewport position (α) can predict the systematic
biases of fixed single video flat display (βfixed single flat ). A
strong correlation was found between the angle of view-
port position and the systematic biases of fixed single
video flat display, r = .831; and the regression model
predicted 69% of the variance. The model was a good fit
for the data, F (1, 1654) = 3685.526, and p < .001.
The linear regression model is presented in Equation 6,
b = −.57, t (1654) = −60.709, and p < .001. This
further confirms the result in Equation 3 in the first
experiment.

Similarly, standard simple regression analysis was
conducted to evaluate how well the angle of viewport
position (α) predicted the systematic biases of fixed
multiple video flat display (βfixed multiple flat ). The angle
of viewport position was significantly related to the
systematic biases of fixed multiple video flat display,
F (1, 1654) = 814.257, and p < .001. The correlation
coefficient was r = .574, indicating that approximately
33% of the variance of the systematic biases of fixed mul-
tiple video flat display can be accounted for by angle
of viewport position. The regression equation for pre-
dicting the systematic biases of fixed multiple video flat
display was shown in Equation 7, b = .221, t (1654) =
28.535, and p < .001.

βfixed single flat (α) = −0.57α + 50.804◦

= 0.57 × (90◦ − α) − 0.496◦. (6)

βfixed multiple flat (α) = 0.211α − 18.13◦

= −0.211 × (90◦ − α) + 0.86◦. (7)

7 Discussion

7.1 Camera Arrays vs. Single Camera

The line of fixed single video flat display has a
higher slope value compared to fixed multiple video flat
display (in Figure 9). This indicates a steeper incline and
higher systematic biases. In some extreme cases, such
as in seat positions 2 and 10, the observer had more
difficulty in perceiving targets in fixed single video flat
display. The fixed multiple video display improves the

system’s ability to represent the actor’s gaze, by lining
up the capturing cameras using camera arrays.

7.2 Directional Projection

The gradient of line indicates systematic biases in
fixed multiple video flat display (see Figure 9); however,
the line is always stable around 0◦ for the free multiple
video flat display. The observer can perceive targets bet-
ter in free multiple video flat display, particularly when
seat position is further apart from the center. The free
multiple video flat display improves the system’s ability
to present the actor’s gaze, by lining up the projector
(screen).

7.3 Sphere vs. Free Multiple Video Flat
Display

Figure 8 shows that the level of error in the sphere
display is only slightly lower than the free multiple video
flat display condition. However, in free multiple video
flat display, we have to manually rotate the flat display
for each viewport position for each observer, which is
impossible for practical video conferencing.

Previous findings (Anstis et al., 1969; Pan & Steed,
2014) suggested that biases occur differently while
observing convex, flat, and concave surfaces. For this
spherical display, we plan to further explore this finding,
with our next step being to collect data for more viewing
angles.

7.4 Video Quality

The higher level of error in Figure 8 and larger
fluctuation around 0◦ in Figure 9 in sphere display
compared to face to face shows that observers can bet-
ter perceive the actor’s attention target in face to face.
This suggests that there is more work to be done on the
quality of representation of gaze with such displays.

7.5 Seat Position

From this discussion, the seat position has a
linear effect on the fixed single flat display and fixed
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multiple video display. Observers could interpret the
direction of actor-gaze of the sphere display more
accurately than the free multiple video flat display
and similarly to the face-to-face condition for all seat
positions.

7.6 Linear Model for Predicting
Distortion

The study by Roberts et al. (2009) found that the
correct viewing of the sides of the face is important for
the interpretation of gaze. Large errors in estimation
coincided with either the face being viewed from the
wrong perspective or unevenly lit. This is in line with
our results, where we modeled the systematic biases for
two flat display configurations. We found the negative
linear correlation between the angle of viewport posi-
tion and the systematic biases of the fixed single video
flat display in Equation 6, and the positive linear corre-
lation between the angle of viewport position and the
systematic biases of the fixed multiple video flat display
in Equation 7, respectively. This indicates that the fixed
single video flat display is biased in the opposite direc-
tion to the fixed multiple video flat display condition
(see Figure 6). While the biases may have been caused
by incorrect viewing angles in both conditions, the sin-
gle capturing angle of the fixed single video condition
may have caused the bias to be in the opposite direc-
tion. Also, this effect appears very reliable and this means
that it may be possible to model and thus predict the
distortion.

8 Limitations, Applications and Future
Directions

Our spherical display could be used in a teaching
scenario or a telesurgery application where a remote
person instructs a local user. The local user could per-
ceive precise spatial information from any viewpoint in
the room whereas flat displays are visible only from the
front. Our current system is used for asymmetric conver-
sations; however, systems using similar principles could
be configured to support symmetric conversations, by

arranging camera arrays that are denser but further from
the users. Also, our spherical display could be mounted
on a robot to include haptic (hands or body) or mobil-
ity capabilities. Current telepresence robots generally
use flat screens, with a webcam view of the remote par-
ticipant. This webcam view could be rendered on to a
spherical display and oriented, independent of the robot
base, to face in any direction. This would support more
rapid head movement than turning the base itself. This
could help in social situations where attention needs
to be directed quickly. The direction of this surface
video view could be driven in multiple ways, includ-
ing following the eye or head direction of the remote
person.

An interesting question is the potential support for
multiple viewers. The evaluation of the secondary posi-
tions in the first experiment, the three “three point
hat” graphs in Figure 7(a), demonstrated that the
gaze cues are preserved only for the principal observer.
This is because the position of the observer is needed
in order to render the head correctly for that per-
spective. The spherical display could be made for
multiple viewers. The inflated display mode of Sphe-
reAvatar (Oyekoya et al., 2012) supported multiple
viewers in avatar-mediated teleconferencing. For video-
mediated teleconferencing, we could project the whole
head by using the similar idea proposed by Jones et al.
(2009) in the One-to-Many 3D Video Teleconferencing
System.

In this system, the video texture is projected on a
sphere. An alternative approach would have been to
project onto an ellipsoid or a more “head-shaped”
object than a sphere; however, this would have worked
for head rotations around the vertical axis while the pro-
jection would be severely distorted for rotations around
other axes. In addition, we will investigate novel render-
ing methods to avoid the steep drop in accuracy when
the observer is not aligned with the cameras by interpo-
lating between videos. Furthermore, we will investigate
less constrained positioning of the cameras and differ-
ent eye-lines. As noted, although the experiment used
recorded data, the system can run in a live, automatic
camera switching mode and thus we will investigate how
users utilize movement to control the video.
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9 Conclusions

We developed a novel spherical display system in
order to give an observer some of the advantages of
meeting face to face without the disadvantages of trav-
eling. It offers a 360◦ view whereas flat display is visible
only from the front. By using a surrounding camera
array, we allow principal observers to accurately tell
where the actor is looking, from multiple observing
positions at all angles. The captured video is projected
from the bottom of a spherical display, which success-
fully maintains the gaze fidelity without reducing the
quality of the video and complexity of the display sys-
tem, compared to using a half mirror. This motivates
further development of video conferencing systems that
exploit multiple cameras and non-planar displays. We are
the first to compare situated display and flat display in
preserving gaze direction. We have demonstrated that
the sphere display preserves the accuracy of observing
the actor’s gaze direction, even at extreme seat posi-
tions. This may be due to the ability of sphere displays
to produce a correct view. Furthermore, we proposed
two linear models for predicting the spatial distortion
introduced by misalignment of capturing cameras and
observer’s viewing angles. Therefore, we might be able
to correct for this distortion in future display configura-
tions. We designed a situated system that concentrates
on the broader goal of teleconferencing by simulating
face-to-face conversation versus just eye-gaze alone.
Upcoming experiments will focus on case studies of
more complex teleconferencing scenarios.
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